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Abstract

 

—In the case of substantial noise, i.e., for inaccurate and incomplete data, the use of the Group
Method of Data Handling (GMDH) algorithm leads to sharp and rather deep minimums of dependency of exter-
nal criterion of accuracy measured on testing sample on the complexity of model structure. This minimum indi-
cates the optimal model. In practice, however, if the noise is just noticeable, i.e., if data are accurate, the mini-
mum becomes indefinite or does not exist at all. In this case, an extension of definition is needed based on a
new criterion such as, e.g., the value of a model bias measured on the two identical data samples. The combi-
natorial GMDH algorithm with an extension of definition by the model bias can be used as a neuron in com-
mittees and in repeatedly multilayered neural networks for solving the problems of medical monitoring.
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1. INTRODUCTION

When the data sample is transformed to a condi-
tional form given by Gauss, the various interpolation
problems of artificial intelligence, such as pattern rec-
ognition, dependence detection, stepwise prediction of
random processes, etc., can be solved by general algo-
rithms, mostly by the combinatorial GMDH algorithm
[1, 2]. These algorithms differ mostly in the choice of
output variables and modeling space coordinates. For
pattern recognition and dependence detection, the dis-
criminant functions are found, whereas for prediction,
the dependence of the further values of one of the vari-
ables on the current and delayed values of all variables
is found. The new interpolation-type models [3] accept
current and delayed values as coordinates of modeling
space. The future values can also be used. A general
problem-solving approach means that an algebraic the-
ory used for pattern recognition can be also applied to
other problems [4]. Particularly, since there are many
ways of generating secondary arguments–candidates,
almost always we have a possibility of obtaining a
polynomial model linear on coefficients in which the
number of members is equal to the number of realiza-
tions given in the testing data sample, i.e., to obtain a
so-called limiting model with zero error value [5–7].

Thus, in [5], the pattern recognition problem is con-
sidered for ten primary and 45 secondary arguments–
candidates. The number of realization is 40. This means

that  limiting models with zero error values can be

 

a priori

 

 pointed out. It should be noted that such mod-
els are not interesting for modeling because they have
big bias; i.e., they cannot be generalized to the case of
a new data sample. There are two ways of choosing an
optimal model with a generalization property. The
authors of [5] solve the problem of modeling choice
without self-organization, that is, without dividing data
sample into two parts. To solve a problem of a model
choice, a threshold value of the coefficient of correla-
tion between the given variables and the output variable
module is set to 0.3. The less effective variables are
excluded from consideration. This gives one a possibil-
ity of choosing a model that has no more than 12 argu-
ments from 55 arguments possible. This can be justified
by the experience accumulated by the authors during
the work with such systems.

A subjective interference of a man can be consid-
ered as a first external supplement necessary for the
model choice in terms of S. Beer’s theory [8]. In the
case of self-organization, the input sample should be
divided into two or more parts. A human interference is
replaced by the direct calculation of the external error
criterion of the model on a testing sample. The exam-
ples testify that a sharp minimum of dependence is only
obtained in the region of incomplete or inaccurate data.
However, in the most important in practice area of
accurate, complete, and noise-free data, the minimum
of dependence becomes indefinite. In this case, an
extension of the definition of the optimal model should
be used after the bias of the model. The bias criterion
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can be only calculated on two identical, i.e., equal in
size and statistical properties, data samples 

 

A

 

 and 

 

B

 

.
The problem of two-criterion choice of an optimal
model does not exist because the properties of accuracy
and bias of the model are independent. Bias of the
model is equal to zero when the models received on 

 

A

 

and 

 

B

 

 samples are equal; in this case, however, they can
be both inaccurate. That is why an extension of the def-
inition can be proposed. This implies that both criteria
should be sequentially used. First, a set of sufficiently
accurate models should be chosen and, then, the most
unbiased model should be chosen from among them.
The condition of model unbiasedness can be consid-
ered as an objective second external supplement [8]. As
was noted above, if the data are accurate and complete,
the minimum of the external criterion is not well
defined and sometimes does not exist. The sorting out
procedure is performed in such a way that the use of
new criterion, e.g., the model bias, is needed. We can
conclude that by dividing the data sample into two parts

 

A

 

 and 

 

B

 

, we give new properties to the sorting-out pro-
cess. A solution to the problem of multialternative pat-
tern recognition needs the data sample to be divided
into several parts. This is used for choosing an optimal
project by constricting a committee of pattern recogni-
tion systems. The committee is trained to evaluate the
project in the same way as a team of experts does. The
GMDH algorithm with additional definition of optimal

model by its bias is used as a neuron in the committees
and repeatedly multilayered neural networks. In the
neural networks, each neuron receives information
from all of the neurons of the preceding layers. In the
committee, each neuron receives its special indepen-
dent part of information about the object.

It is possible to construct neural networks where a
committee of neurons realizes each neuron. A neural
network can be considered as a sequential combination
of Kalman-type filters [9]. In this case, a number of lay-
ers for each variable can be different depending on the
noise variance added to each variable. From another
point of view, a neural network can be considered as a
convenient way of generating different secondary argu-
ments–candidates. In Fig. 1, the twice-multilayered
neural network is shown. This network has different
elements, which calculate the model error in each layer.
The error is sent to the next layers of neurons as one of
the effective arguments–candidates. The number of the
layers is growing up until the external error criterion is
decreasing. In the neural networks, an extension of def-
inition of the optimal number of layers is not necessary,
because the number of neurons in each layer is con-
stantly equal to the number of variables in data sample.
An additional definition is only necessary in the case
when the number of variables is modified. It is conve-
nient to perform different transformations of variables
necessary for generating the secondary arguments–can-
didates. Particularly, it is possible to calculate integral
characteristics of chaotic processes necessary for pre-
dicting the processes in such objects. Finally, we con-
sider the problem of developing through a learning pro-
cess the computer language, which corresponds to the
language of an expert team. It is necessary to transform
a non-formalized natural language to a formalized lan-
guage of computer, of course, with a certain increase in
the number of elements for language codes.

2. SELF-ORGANIZATION OF DISCRIMINANT 
MODEL FOR RECOGNIZING 

ARCHAEOLOGICAL FINDINGS
WITH EXTENSION OF A DEFINITION

BY MODEL BIAS

Pattern recognition of archaeological findings is
described in detail in [5]. Different physical properties
of findings are used as the primary arguments (ten in
total). The pairwise covariations of the primary argu-
ments are used as the secondary arguments. For brevity,
we shall not take the secondary arguments into account
although they certainly increase an accuracy of a
model. An input data sample was ranked according to
dispersion of variables and, then, divided into two sam-
ples 

 

A

 

 and 

 

B

 

 (see table). As table shows, all variables
are binarized, i.e., replaced by values +1 or –1. The
binarization of variables is associated with noise added
both to arguments and output variables. Moreover, the
level of noise variance can be considered typical of
practical problems. Thus, if a combinatorial algorithm
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Fig. 1.

 

 Iterative algorithm of the twice-multilayered neural
net with the difference elements (an example for 

 

N

 

 input
variances); 1, 3, 5, 7 are the neurons working according the
MGUA algorithms; 2, 4, 6 are the elements calculating error
of modeling module.
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Table 1.  

 

Initial data samples 

 

A

 

 and 

 

B

A

 

Serial 
number

Number in the initial 
data sample X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 Y

1 2 –1 1 1 –1 –1 –1 1 1 –1 1 1
2 3 1 1 1 –1 –1 –1 1 1 –1 1 1
3 6 –1 1 –1 1 –1 –1 1 1 1 –1 1
4 7 1 1 –1 –1 –1 –1 –1 1 –1 1 1
5 10 –1 –1 –1 –1 –1 1 1 –1 1 1 1
6 13 –1 1 1 –1 –1 1 1 1 1 1 1
7 14 1 1 1 –1 –1 –1 1 1 1 –1 1
8 15 1 1 1 –1 –1 1 1 –1 –1 –1 1
9 19 1 1 1 –1 –1 1 1 1 1 1 1

10 20 –1 1 –1 –1 1 –1 1 –1 –1 –1 1
11 24 1 1 –1 1 1 1 –1 –1 1 –1 1
12 26 1 1 1 –1 –1 1 –1 1 1 1 1
13 28 –1 1 –1 –1 –1 –1 1 –1 1 1 –1
14 30 –1 1 –1 –1 –1 –1 1 1 1 1 –1
15 31 –1 1 –1 –1 1 –1 1 1 1 1 –1
16 34 –1 1 1 1 1 –1 –1 –1 1 1 –1
17 35 –1 –1 1 –1 –1 –1 1 –1 1 –1 –1
18 37 –1 –1 –1 –1 1 –1 1 –1 1 1 –1
19 39 1 1 –1 –1 –1 –1 1 –1 1 1 –1
20 40 –1 1 –1 1 1 –1 –1 –1 1 –1 –1

 

B

 

Serial 
number

Number in the initial 
data sample X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 Y

1 1 –1 1 1 –1 1 –1 1 1 1 –1 1
2 4 –1 1 1 1 –1 –1 –1 1 1 –1 1
3 5 1 1 1 –1 1 –1 1 –1 –1 1 1
4 8 1 1 1 1 1 –1 –1 –1 1 –1 1
5 9 –1 1 1 –1 –1 –1 1 1 1 –1 1
6 11 1 1 1 –1 –1 1 –1 1 –1 1 1
7 12 –1 1 1 –1 –1 –1 1 –1 –1 –1 1
8 16 1 1 –1 –1 –1 1 1 1 1 1 1
9 17 –1 1 1 1 –1 1 –1 1 1 –1 1

10 18 –1 –1 1 –1 –1 –1 –1 –1 –1 1 1
11 21 1 1 1 1 1 1 –1 1 1 1 1
12 22 1 1 1 –1 –1 –1 –1 1 –1 1 1
13 23 –1 –1 –1 –1 –1 –1 1 1 –1 1 1
14 25 –1 1 1 –1 –1 –1 1 –1 –1 1 1
15 27 1 1 –1 1 –1 1 1 1 1 –1 1
16 29 –1 1 –1 –1 1 1 1 –1 1 1 –1
17 32 –1 1 –1 –1 1 –1 1 –1 1 1 –1
18 33 1 1 –1 1 1 –1 1 –1 1 –1 –1
19 36 1 1 1 –1 1 –1 1 –1 1 –1 –1
20 38 1 1 –1 –1 1 –1 1 –1 1 1 –1
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with additional definition of bias solves the given prob-
lem, we can conclude that it has enough noise immu-
nity for solving most of the similar problems.

The dependence of criteria of accuracy and bias on
the complexity of a model is shown in Fig. 2. A set of
models–candidates includes ten models made up for
the most effective arguments, which have the bigger
values of the correlation coefficient module. Calcula-
tions show that the external error criterion 

 

RR

 

A

 

/

 

A

 

 + 

 

B

 

,
first, quickly goes down, then, oscillates around some
middle value, and, finally, goes up. In Fig. 2, 

 

LC

 

 and 

 

RC

 

are the left and the right corners of a characteristic,
respectively. A dotted line denotes a middle value of the
external error criterion 

 

RR

 

A

 

/

 

A

 

 + 

 

B

 

, a center of insignifi-
cant oscillations of values. All models beginning from

 

LC

 

 to 

 

RC

 

 inclusive are subjected to the additional defi-
nition procedure according to the bias criterion.

The algorithm for using the bias criterion can be
described as follows. All the models that generate the
indefinite minimum of external error criterion calcu-
lated on the testing sample are considered to be mod-
els–candidates and are evaluated according to the crite-
rion of model bias. For each of them, the estimates of a
coefficient are calculated by mean-square error on sam-
ples 

 

A

 

 and 

 

B

 

, and this gives us a possibility of calculat-
ing error criteria 

 

RR

 

A

 

/

 

A

 

 + 

 

B

 

 and 

 

RR

 

B

 

/

 

A

 

 + 

 

B

 

.

Further, for the six models chosen, the errors are cal-
culated on the sample 

 

A

 

, if the estimates of coefficients
were calculated on the sample 

 

B, and on the sample B
if the estimates of coefficients were calculated on the
sample A.

The model bias is calculated by formula: BS =
|RRA/A + B – RRB/A + B |  min.

Thus, we obtain the following optimal model:
y = 0.7124 + 0.1209x1 – 0.1274x2 – 0.2171x3 –

0.1693x5 + 0.3374x8 – 0.4382x9.

The model accuracy is characterized by the follow-
ing values of criteria: MSE = 0.370; MAPE = 49.32%,
where MSE is a mean-square error and MAPE is a
mean absolute percentage error of modeling. A mini-
mum of the bias BSmin = 0.013 indicates the optimal
model, which has the maximum of generalization prop-
erties.

Figure 2 also shows two polynomial discriminant
models with seven and ten most effective arguments,
respectively, which have closest to zero bias BS; i.e.,
they have the maximum of generalization properties.
Here, the model with seven arguments should be cho-
sen, since it has the lesser bias for the lower error value. 

3. A CHOICE OF MODELING SPACE 
COORDINATES

For computing time to be reasonable, about 20 most
effective arguments should be chosen from the set of all
primary and secondary arguments–candidates to be the
coordinates of a modeling space. The optimal set of
coordinates can be chosen by a module of correlation
coefficient or by filtration of effective variables
described above.

3.1. Ranking Arguments–Candidates According 
to the Correlation Coefficient of the Argument 

with the Output Variable Module

In the example of recognition of archaeological
findings, the most effective are the following 18 argu-
ments: x6x9, x2x3, x5, x8x9, x4x9, x8, x3, x2x8, x9x10, x2x5,
x3x4, x4x5, x2, x3x10, x1x10, x7x9, x9, x5x10.

Using the combinatorial GMDH algorithm, we find
the following model that contains 12 members:

y = 0.0088 + 0.269x2 – 0.2866x3 – 0.3899x5 –
0.165x9 + 0.505x2x3 + 0.265x4x9 + 0.382x2x3 +
0.323x2x3 + 0.235x2x8 – 0.105x9x10 – 0.138x5x10.

A model accuracy is characterized by the following
values of error criteria: MCC = 0.865; CR = 0.267;
MSE = 0.469; and MAPE = 34.11%, where MCC is a
correlation coefficient of the model and CR is an exter-
nal criterion.

3.2. Multiple Use of Combinatorial GMDH Algorithm

To apply a filtration, the following set of 55 argu-
ments–candidates ranked over the module of coeffi-
cient correlation is split into three separate subsets of
arguments:

(1) 20 most effective, according to the module of
correlation coefficient, arguments: x5, x2x3, x6x9, x8x9,
x4x9, x8, x3, x2x8, x9x10, x2x5, x3x4, x4x5, x2, x3x10, x1x10,
x7x9, x9, x5x10, x2x10, x5x8.

(2) 20 less effective arguments: x5x7, x3x6, x1x6, x1x2,
x8x10, x7x10, x6x10, x4x10, x3x9, x1x9, x7x8, x4x8, x3x7, x1x7,
x4, x1, x5x9, x2x9, x6x8, x6x7.
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Fig. 2. Accuracy criterion and biases against the model
complexity.



PATTERN RECOGNITION AND IMAGE ANALYSIS      Vol. 12      No. 4      2002

GMDH ALGORITHM FOR OPTIMAL MODEL CHOICE 351

(3) 15 least effective arguments: x3x5, x1x5, x2x4, x6,
x3x8, x1x8, x4x7, x5x6, x2x6, x1x4, x1x3, x10, x7, x2x7, x4x6.

For each set, by using the combinatorial GMDH
algorithm, the model can be found and the error crite-
rion can be calculated. All the arguments included in
any set of effective variables comprise a set of 18 effec-
tive arguments selected by the combinatorial GMDH
algorithm: x2x3, x4x9, x2x8, x4x5, x6x9, x9x10, x1x10, x3x10,
x1x6, x2x10, x7x10, x6x10, x4x10, x3x9, x7x8, x4x8, x1x7, x2x9.

By using the combinatorial GMDH algorithm we
find the following model containing 13 members:

x = 0.1397 + 0.203x2x3 + 0.258x4x9 + 0.213x2x8 +
0.180x4x5 + 0.381x6x9 – 0.127x9x10 + 0.084x1x10 –
0.048x3x10 + 0.262x2x10 – 0.207x7x10 + 0.054x3x9 +
0.002x7x8 + 0.22x2x9.

A model accuracy is characterized by following val-
ues of error criteria: MCC = 0.906; CR = 0.396;
MSE = 0.397; and MAPE = 31.75%.

We can conclude that filtration proves to yield more
accurate results here and, moreover, the obtained model
includes no primary features, but only their pair covari-
ance.

4. USING THE GMDH ALGORITHM
FOR FILTERING A DATA SAMPLE

A similarity between the combinatorial GMDH
algorithm [1, 2] and the Kalman filter [9] consists in the
fact that they both use a simplified model of an object.
The difference is that, in the Kalman filter, a model is
given by a human, an author of filtration, whereas in the
GMDH algorithm, it is obtained by a self-organization,
i.e., by sorting out on the two data samples. The GMDH
filter can be used for the solving different problems. Let
us point out two of them.

(1) A choice of an optimal model when the noise
dispersion is small. It was shown that a sequential sort-
ing of the models according to the external error crite-
rion and to the bias criterion could be considered as a
preliminary noise filtration of variables which are then
sent to the second sorting out procedure according to
the bias criterion.

(2) A second example is the use of the GMDH algo-
rithms for the definition of the modeling coordinate set.
Out of a total of 55 primary and secondary arguments a
set of 20 coordinates should be chosen which are con-
venient for application of the combinatorial GMDH
algorithm. The problem is to point out this set of
20 variables.

5. A COMMITTEE OF PATTERN RECOGNITION 
SYSTEMS DIVIDING DATA SAMPLE 

INTO THREE PARTS

It is of interest to consider why cannot we divide a
sample into three parts and use one or another optimi-
zation several times. It is possible to develop and inves-

tigate an algorithm where not one but several models
are chosen from a set of most accurate models on a
learning sample. Then, on the next test sample, the opti-
mal model is selected. It is interesting to clarify the
potentials of ding a sample into three or four parts.
Division of a data sample into several parts is used for
constructing the committees of pattern recognition sys-
tems and the repeatedly multilayered neural networks.

Let us give an example where three or more inde-
pendent samples are used. In [10], the development of
algorithms for choosing the optimal project for recon-
structing Venceslas Square in Prague is described on
the basis of proceeding of expert estimations. The
experts were divided into learning and testing teams.
The actions of two teams were similar to the actions of
two data samples in the combinatorial GMDH algo-
rithm. The first team (analogous to the learning sample)
consequently generates the more and more complicated
projects and, by sorting out variants, optimizes the
project parameters according to its own conception (a
criterion). Such parameters as avenue widths, heights
of buildings, arrangement of plants, etc., are optimized.
After that, the project can be subjectively chosen.

However, to increase optimality and objectivity of a
choice, the projects are estimated on a three-point
scale: excellent, good, and satisfactory. Projects with
high estimates are sent to the second team (analogous
to the testing sample) which should choose an optimal
project. The result of the first teamwork can be repre-
sented as the three separate samples which connect
parameters of the project with their estimates. By using
the samples thus received it is possible to construct a
committee of three pattern recognition systems to con-
tinue the work of experts. The aim of the committee is
to continue the work of the first group of experts after
they finish their work. Similarly, the next pattern recog-
nition system can be trained to continue the work of the
second teamwork. As a result, we shall receive a two-
layered committee which, after learning, can replace
both expert teams. On the whole, this system is
designed for estimating the projects, which arrive after
the experts have finished their work, in the same way as
the experts do. A similar system is developed for esti-
mating the global projects of investments of capital in
foreign countries [11].

6. REPEATEDLY MULTILAYERED NEURAL 
NETWORKS AND COMMITTEES 

OF PATTERN RECOGNITION SYSTEMS
USING GMDH ALGORITHMS

It is obvious that designing an artificial intelligence,
a human cannot overcome the development of a nature
brain because it has an astronomical number of neurons
(up to107 elements). Therefore, it is inevitable to use
more complicated neurons, for example, blocks acting
according to the GMDH algorithms. The main differ-
ence between the GMDH neurons and the perceptrons
is that, in the perceptron, the hidden elements of a sec-
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ond layer are not divided into clusters [12] during train-
ing. For example, in the pattern recognition system
described above, two clusters are indicated: one cluster
with the output variable +1 and second cluster with the
output variable –1. A new input signal is referred to one
or another cluster according to the output of a discrim-
inant model with the subsequent rounding off to +1 or
–1. In perceptrons, where there is no such a division of
hidden elements, the information about the cluster on
which the biggest signal is received is lost. The GMDH
neurons can be united into repeatedly multilayered net-
works and pattern recognition committees to increase
the efficiency of solution of the artificial intelligence
problems (accuracy and unbiasedness).

7. PROBLEMS OF PATTERN RECOGNITION
AND PREDICTION OF RANDOM PROCESSES 

FOR CHAOTIC OBJECTS

Usually, by chaotic objects we mean the objects
which have many random links with equally probable
outputs [13]. Previously, at the beginning of investiga-
tions, chaotic systems were called indeterministic sys-
tems [14]. Classical example is a toss of the coin. To
predict an output (heads or tails) is principally impossi-
ble. Single events in chaotic objects cannot be pre-
dicted.

Nevertheless, the experiments show that the integral
characteristics of chaotic processes, which are received
by averaging the variables by intervals, can be pre-
dicted. Average values can be predicted as usual pro-
cesses in the presence of random noise. To predict
them, the combinatorial GMDH algorithm with addi-
tional definition can be applied. The more the length-
averaging interval, the more effective predictions. As a
basis for such a conclusion we can cite an example of
10000 tosses of the coin; the result is published in [15].
The experiment shows that the probability of the head
outcome equal to one half is very rarely observed and,
moreover, it continues to change by the arcsine law, i.e.,
further it is observed more and more rarely. Regarding
the twice-multilayered neural networks with GMDH
neurons, we can say that there is a definite freedom of
choice of different arguments and features–candidates,
including obtaining integral characteristic of random
processes, i.e., the average on interval variables. For
example, in the twice-multilayered neural network
shown in Fig.1, the averaging block can be used instead
of the difference elements for averaging some ran-
domly changing chaotic variable.

The authors encountered a chaotic object in the
problem of predicting time of the next epileptic seizure
from the encephalogram signals. Previously averaged
characteristics allowed us to find the most effective
electrode from among 32 electrodes inserted in the
brain. By averaging the voltage of the most informative

electrode we can calculate the position of a disease cen-
tre and use a neural network with GMDH neurons to
predict a time of next seizure. The sufficient time of
averaging electrode voltage deflection was one second.
The lead-time of seizure prediction was about one
minute.

8. SUBSTITUTION OF NON-FORMALIZABLE 
NATURAL LANGUAGE BY THE LANGUAGE
OF CODES CONVENIENT FOR COMPUTERS

The formal computer languages often cannot
describe the classes of vector signals easily recognized
by a human. Such a situation we encounter, for exam-
ple, in the problem of recognizing interconnection of
the neurons of a brain [16]. An experienced physiolo-
gist easily attributes the correlation histograms to one
of the ten classes but he or she cannot explain how he
or she does it. In order that computers, after learning,
continue the work of physiologists, a committee of ten
pattern recognition systems was programmed to relate
new input signals to one of the ten classes, which are
recognized by a human. Pattern recognition systems
worked with 27 easily formalizable binary features for
each histogram. In this example, a committee of ten
pattern recognition systems was used for deciphering a
non-formalizable language of a human–physiologist
[17]. The input data sample for each recognition system
contains a cluster of observations of a given class and a
cluster of the other classes of observation. Only ten of
all typical realizations of each class were used; on the
whole, 90 realizations.
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