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Abstract—Perceptron-type interpol ation systems of artificial intelligence are considered. A concept of optimal
physical clusterization allows usto divide asecond layer of hidden unitsinto the compact setsof units (clusters).
Then, an agebraic approach developed for pattern recognition systems may be extended to other systems. To solve
the problems of process forecasting, a data sample should be transformed into a single-moment sample.

INTRODUCTION

The problems, which are solved by handling exper-
imental data sample of an object in a passive or active
mode of observation, are usually considered as interpola
tion problems of artificial intelligence. The input data
sampleis processed, when we solve the problems of pat-
tern recognition, law detection, identification of object
equations, forecasting of short-term and long-term ran-
dom processes in the abject. Each problem has such a
specific character that a separate theory of solution has
been developed for each of them and the biggest suc-
cess was achieved in the theory of pattern recognition.
Here, the fundamental explanation of the results
obtained via different algorithms is given by an alge-
braic theory of pattern recognition [1].

The well-known algebraic rules explain possible
results that can be obtained by one or another algorithm
of data sample processing. For example, an algebraic
theory easily explains the results of inserting the inter-
mediate or hidden layer of unitsin the one-layered clas-
sifier scheme since it can be easily interpreted by con-
sidering the corresponding equations.

In the middle of 1950s, F. Rosenblatt published an
original work devoted to perceptron [2, 3] where he
implemented alayer of hidden units and showed the effi-
ciency of such complication of a classifier. The estimates
of the coefficients were smply found by the least squares
procedure; an optima number of the hidden units could
aso be easily found. However, the algorithms designed
for pattern recognition were not applied to solution of
other interpolation problems of artificial intelligence,
particularly, to the problem of step-by-step forecasting
of random processes. This problem was considered to
be fundamentally different from pattern recognition
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problem both in its purpose and in the structure of the
algorithm [4].

A genera approach to different problems implies
that an input data set is divided into compact sets of
observations (called clusters) and then, ageneral theory
isapplied to each of them. An adequate notion compact
set of processes should be found to correspond such
notions as compact sets and cluster of images. Thisis
achieved by using a concept of optimal physical clus-
terization [5]; in al interpolation problems, it allows us
to divide an input data sample into elementary clusters
for subsequent unification of the processing algorithm.
Here, the subset of observations of one of the clusters
should be transformed into single-moment form.
Below, we consider it in detail.

Further, some differencesin solving particular prob-
lemswill be pointed out, but clusterization allows usto
use common algorithms for the solution of genera
problems. In the engineering perceptron-type recogni-
tion systems (see Figs. 1, 2) in the case, when all possi-
ble images are presented for recognition, a subset of
hidden units, where the biggest signa is received,
defines the pattern to which the input image should be
referred. In the systems of stepwise forecasting of ran-
dom processes, similar work can be fulfilled by the
layer of singleemoment subset of clusters obtained
through optimal physical clusterization. A subsample,
which corresponds to the cluster containing the output
vector, gives the most accurate stepwise forecast. Algo-
rithms for different interpolation problems have acom-
mon perceptron-type structure, in which the input set of
observations is divided (subjectively or objectively)
into optimal number of clusters.

Algebraic rulesfor systems of equations or inequal-
ities used in algebraic pattern recognition theory can be
applied to each separate cluster for the solution of any
interpolation problems. Thisis the base for the general
approach for solving different problems. Algebraic
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transformations can be supplemented by estimating the
efficiency of primary and secondary arguments-candi-
dates [7, 9] and by minimizing their number by the
combinatorial GMDH algorithm [10] in all interpola-
tion problems. In addition, the GMDH agorithms are
applied in order to increase the generalization property
of the decision function, which is necessary in the case
of incomplete input data samples.

1. THE CONCEPT
OF PHYSICAL CLUSTERIZATION

According to this concept, for any stationary random
process, which is characterized by a subset of observa
tions, we can find such a clusterization of observations,
which remains the same in al sufficiently representative
samples of observations of this process. Therefore, by
comparing all possible clusterizations of two samples, we
can find one genera clusterization which is caled physi-
cal clusterization becauseit reflects physical properties of
the process.

2. ALGORITHM OF UNSUPERVISED
SEARCHING FOR OPTIMAL PHYSICAL
CLUSTERIZATION BY CONSTRUCTING TWO
CLUSTERIZATION TREES

For rational use of information, two clusterization
treesare constructed to provide asearch for optimal phys-
ical clusterization [5]. A comparison between trees allows
usto find optimal physical clusterization. Several ways of
efficient data sample division into two subsamples are
developed, which are used for the construction of the
clusterization trees. Let us describe one of them.

2.1. Discretization of Variables

Discretization of variables to alarge number of lev-
els can serve as an example of data sample transforma-
tion, which does not change clusterization presented in
this sample. Due to this, we do not distinguish a photo
of an object and its image in a newspaper, which con-
sists of a large number of points. According to this
approach, adata sample, which has N points, should be
discretized to N levels [6]. Subsamples obtained in this
way are used for the construction of two trees and their
subsequent comparison in accordance with a balance
criterion. It isrecommended to construct onetree using
an input data sample and ancther by the same sample
discretized to N levels. Both subsamples should be
standardized according to the maximum value. Any
other variabl e transformation, which preserves physical
clusterization, can be used in asimilar way. For exam-
ple, we can range a sample according to variance. Even
points will form one subsample and odd points—the
second subsample. Another example: one tree is con-
structed from the input data sample, another—from the
data sample, which consists of the first analogs of each
line of the same data sample, and so on. Analogs arethe
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nearest neighbors of the observation pointed out in the
data sample.

2.2. Algorithmfor Construction
of Hierarchical Trees

To define optimal physical clusterization, the depen-
dence of the balance criterion upon the serial number of
step in construction of two trees should be found. The
minimum of this dependence should be determined.
This minimum points out the optimal clusterization
according to this criterion. The balance criterion is cal-
culated by the formula

K —ke
BL=2 "%

where k is a common number of clusters in each com-
pared clusterization and kg, is a number of equal clus-
tersin each compared clusterization.

Clusters, which contain the same points, are consid-
ered equal. One of the two possible approaches to the
tree construction can be applied:

(2) the closest points should be united in one cluster at
each step;

(2) in each cluster, two points with the greatest distance
between them should be found and considered as cen-
ters; other points should be divided between them [7].

A second approach takes less computational time
because optimal clusterization is usualy closer to the
root of atree. Comparison of clusterizations obtained
via these approaches is calculated by a balance crite-
rion. It isknown that it equals zero at the root of atree,
where al points are united into one cluster and at the
top of atree, where the number of clustersis equa to
the number of data sample observations. Therefore,
constructed dependence is M-shaped. Thus, the pur-
pose of the tree construction isto find an optimal clus-
terization, which corresponds to the minimum of the
balance criterion. There can be several minimums. This
indicates that the data sample contains severa objects
for investigations.

3. ANOTHER DEFINITION OF SUBSAMPLE
OF OBSERVATIONS WHICH FORMS
THE FIRST CLUSTER AND ITS APPLICATION

A cluster, which contains an output vector followed
by aforecasting vector, is considered asthefirst cluster.
Thiscluster can befound not only by the comparison of
two clusterization trees according to the balance crite-
rion, but by simple sorting of variants according to the
accuracy of short-term forecasting. For nonstationary
processes with some trends of developing, the sorting
procedure is ssimple. In such processes, we a priori
know that the first cluster consists of a set of observa
tions which are followed by output observation. We
steadily increase the number of observations, which are
included in afirst cluster, aslong as the accuracy of the
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Fig. 1. Perceptron as amodel of brain structure. The set of
hidden units A is not divided into clusters.

forecast isincreasing. Thus, we can find the whole first
cluster and, simultaneously, make amost accurate fore-
cast.

In the stationary processes, where the trend of
development is absent or horizontal, the first cluster
should be found according to the criterion of the clus-
terization balance. However, if thefirst cluster includes
only the last observations, this indicates a tendency of
evolution in the given process hidden for a simple
observer. Therefore, the analysis of the structure and
time of appearance of the first cluster observations
opens a possibility of detecting the implicit tendencies
of development. This, for example, isimportant in fore-
casting the results of activity of commercial companies.
If the business goes well, the observations of the first
cluster are gathered mainly in the beginning of thetime
interval of the representative input data sasmple. The
uniform distribution of observations in the first cluster
along the time interval is an indicator of stable situa-
tion. In the case, when business is going bankrupt, the
observations of the first cluster are gathered near the
output observation, asif they want to save it.

4. PERCEPTRON AND ENGINEERING
PERCEPTRON-TYPE RECOGNITION SYSTEM

From the standpoint of today, perceptron should be
considered as an el ementary-multilayered neural network
designed for modeling a brain structure, taking into
account some specific properties of thisobject. These spe-
cific peculiaritiesimply the following basic congtraints:

Supervised and unsupervised learning of a percep-
tron represents the black box situation. Only one or two
vectors of the input signal are given for processing. A
set of observations contained in input data is not used
for the estimation of the coefficients by the least
squares method. Instead of this, various adaptive proce-
dures are recommended.

A priori information about the cluster where the
maximum signal isreceived isnot used. Moreover, aset
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of hidden unitsis not divided into clusters. Instead of
this, the linear on coefficients polynomial decision
function can be received and analyzed.

The vast majority of neural networks may be con-
sidered as the committees of perceptrons, in which the
problem of interconnection between the perceptrons
should be solved. The perceptron-type engineering rec-
ognition systems may be defined as a network of ele-
ments, where the above constraints are removed. Par-
ticularly, ablack box situation is not observed and a set
of hidden unitsisdivided into standard clusters. A deci-
sion is made, taking into account information on the
subset of hidden units where the maximum signal is
received. Neural network can be considered as a com-
mittee of such perceptron-type pattern recognition sys-
tems. Self-organization of neural network architecture
is performed automatically, i.e., without the participa-
tion of an expert.

The use of the set of so-called internal (hidden) units
in the second layer of multilayered system is essential
for perceptrons. In perceptron-type pattern recognition
systems, the set of hidden unitsis divided into standard
clusters.

In Fig. 1, the structure of a perceptron is shown. Its
work is based on the analysis of the decision function.
The following notation is used in the figure:

S—sensitive units;
A—associative or hidden units; and
R—decision units.

This notation corresponds to the notation of Rosen-
blatt [2]. More than once, the author of perceptron
pointed out that his perceptron isamodel for brain struc-
ture, and not the effective engineering system for pattern
recognition. Actualy, from the engineering point of view,
aperceptronisnot rationa. Thelinks between units Sand
A can be easily calculated so that on a definite (hidden)
unit the maximum signal is received for definite image
given in input data sample [8]. Thus, if the number of
hidden unitsis no less than the number of observations
given in the learning sample, then, to solve pattern rec-
ognition problem means to find a place of maximum
and to define the cluster of hidden units where a maxi-
mum signd is received. We do not need to receive and to
anayze the decision function [8]. However, the algo-
rithm without the classification of a specia discrimi-
nant function, shown at Fig. 2, can be recommended only
in the case when data sample contains all possible images
of an object (for example, for printed characters recogni-
tion). In the case of handwritten character recognition,
only severd typical images can be presented in input data
sample. In this case, the GMDH agorithm with a defini-
tion of the discriminant function should be recommended
(seeFig. 3).
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Fig. 2. A recognition system with alow degree of generali-
zation. Decisions are made in accordance with the distance
between the input image and some of the clusters. Thereis
no need to apply the GMDH algorithms.

5. APPLICATION OF THE GMDH ALGORITHMS
FOR PATTERN RECOGNITION AND DETECTION
OF POLYNOMIAL DEPENDENCIES
BY PERCEPTRON-TYPE ALGORITHMS

Figure 2 shows the perceptron-type system of pat-
tern recognition for the case when the input data sample
consists of al images presented for recognition. By
using the notation of perceptron theory, we define

S—input data sample;
A—Ilayer of hidden units, which should be divided into
clusters;

R—decision unit, which indicates the cluster on which
the biggest signal isreceived. Thissignal isequal to the
modul e of the correlation coefficient of the input vector
subject to recognition and vector of agiven hidden unit;
X—input vector subject to recognition.

In Fig. 3, aperceptron-type pattern recognition sys-
tem is presented, which is based on the analysis of a
decision function. This function is obtained by using
the GMDH agorithm. The units corresponding to the
combinatorial GMDH algorithm are shaded. In Fig. 3,
we denote:

S—input data sample;

A—layer of hidden units, which should be divided into
clusters;

R—decision unit, which acts according to discriminant
analysis,

X—input vector subject to recognition.

According to the rules of discriminant analysis, a
supervisor specifies the values of output variables:
one—for all correctly recognized images and zero—for

all errors. A pattern recognition system should neces-
sarily have generalization properties. To achieve this,
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Fig. 3. A perceptron-type recognition system with a high
degree of generalization. Decisions are made via discrimi-
nant analysis of functions obtained by the GMDH ago-
rithmsin all sufficiently representative clusters.

the indicator of the biggest signal is not sufficient: it is
necessary to receive polynomial discriminant functions
using the combinatorial GMDH algorithm.

The input data sample can contain not only the pri-
mary features obtained from the object but the second-
ary ones, which are obtained by means of a certain
technique from the values of primary features. The
coordinates of the first analogs [7] and covariations of
the first features [9] are very often used as secondary

Fig. 4. A perceptron-type system of stepwise forecasting of
the random processes. Forecasting is performed with the
help of the GMDH agorithm for the standard cluster, in
which an output single-moment observation is included.
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Table1
N X, X, X3
1 X1 X1 X1
2 X12 X2 X3
3 X13 X3 X33
4 X14 Xo4 X34
5 X5 Xo5 X35
6 X16 X26 X36

features. In the case of supervised learning, the input
data sample should be divided into several compact
subsamples or clusters. The division of adatasampleis
performed by a supervisor—an author of modeling. In
the case of unsupervised learning, the above-described
methods are used for the division of input data sample
into compact clusters. In the simple case, the recogni-
tion of theinput signal consistsin assigning a new sig-
nal to the closest standard cluster in the feature space.
In the problems where wide generalization is not nec-
essary, it is not reasonable to use the GMDH a gorithm
(seeFig. 2). A simple indicator of the maximum signal
value will suffice. It will put the input signal into corre-
spondence with the cluster. Necessity in the interpola
tion decision rule only appears in the case when the
most typical images are presented in the input data
sample, and it is necessary to recognize many other
images with the close feature values.

Discriminant functions for pattern recognition can
be considered as polynomial approximations of depen-
dencies, which connect the value of output variables of
modelswith the feature values. This solvesthe problem
of approximation of dependenciesin experimental data
by the polynomial linear on coefficients.

6. APPLICATION OF GMDH ALGORITHMS
FOR STEPWISE FORECASTING
OF RANDOM PROCESSES
BY PERCEPTRON-TYPE ALGORITHMS

The agorithm of pattern recognition described above
isvery similar to the algorithm of stepwise forecasting of
random processes, since both are based on the division of
a second layer of unitsinto compact subsamples (or clus-
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ters) and both implement a perceptron-type scheme. Fig-
ure 4 shows a perceptron-type algorithm for forecasting
random processes, which performs the analysis of the
forecasting function received by GMDH algorithms.
The following notation is used here:

S1—input data sample normalized by biggest value;
S2—transformed data sample in single-moment form;
A—compact subsets of data (or clusters);

R—decision unit, which looksfor the cluster, wherethe
given output vector takes place.

Simplicity and clarity of pattern recognition ago-
rithm [1] can be explained, first of al, by the following
property of input data sample: cross-correlation
between input data observations is small and inessen-
tial. In contrast to this, in stepwise forecasting prob-
lems, correlation of observations is very important.
Therefore, it is reasonable to use two data samples dur-
ing forecasting. In one sample, the rows are correlated
with the previous rows, and the second data sample is
obtained by extending the set of arguments. Severa
independent future and delayed variables are intro-
duced into each observation, which characterizes the
state of the object. The data sample is extended and
takes the so-called single-moment form. In this form,
the correlations between observations become immate-
rial and observations can be used in any sequence,
which isimportant for the solution of certain problems.

Example. The transformation of the data sample
from ausual to asingle-moment form.

Suppose that the following form of the sample of
time seriesis given (see Table 1).

In order to take into account two delayed arguments,
weintroduce them into the sample asindependent vari-
ables. We get the following data sample in a single-
moment form (the first two observations and the last
one are not taken into account) (see Table 2).

The output variable is usually specified by a super-
visor, but we may consider all the variables as output
variables, in turn or simultaneously. The last causes
the use of implicit patterns in the combinatorial algo-
rithm. The forecasting models express dependence of
future variables from current and delayed values of
arguments.

Table 2
N Xik+1 Xk Xok X3k Xik-1 Xok—1 Xak-1 Xik—2 Xok—2 X3-3
X4 X3 Xo3 X33 Xi2 X2o X3 X11 X Xa1
4 X5 X4 Xoa X34 X3 Xo3 X33 X12 X2 X3
S) X6 Xis5 Xos X35 X4 X4 X34 X13 Xo3 Xa3
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